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MOTIVATION
1. How can we improve accessibility for the visually impaired? 

2. Can visual captioning be made real-time yet reliable using a 
combination of both machine and human intelligence?

CHALLENGES

• How do we validate a machine generated caption in real-time?  

• Existing measures such as BLEU, METEOR, ROUGE and CIDEr are 
sensitive to n-gram overlap.  

• They do not take into account the visual attributes present in the image.  

• SPICE compares visual attributes but is sensitive to scene graphs.  

• All methods require at least one reference caption to determine validity.
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A large white 
flower is sitting on 
a wooden table.

A computer is 
sitting on a 
wooden table. 

A gray and white 
cat is standing 
next to a brown 
and white dog.

Two animals are 
looking at 
something in the 
wall.

1. Build a text corpus from the list of captions and text descriptions 
accompanying the image descriptions in the dataset.  

2. Generate a Latent Dirichlet Allocation (LDA) based Topic Model [1].  

3. Train a Topic2Vec model by associating each caption with the 
appropriate topics [2,3].  

4. Identify visual attributes using  appropriate visual classifiers.  

5. Derive topic distribution for given attributes using word-topic matrix 
generated from LDA.  

6. Compute cosine similarity to quantify semantic relatedness of the 
caption to visual attributes present in the image.  
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OUR APPROACH

• Our approach successfully measures the degree of semantic relatedness 
between a natural language description and the visual attributes in an 
image in real-time.  

• Does not require exhaustive set of reference captions.  

• Also provides a form of weak-supervision labels for caption annotation 
in hybrid-intelligence systems. 

• We would like to compare our approach with existing evaluation 
metrics such as SPICE. 
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PRELIMINARY RESULTS
We show the visual 
similarity between 
sample caption from the 
MS COCO [5] dataset, 
and candidate visual 
attributes generated by an 
arbitrary visual classifier. 

The most prominent 
visual concepts that are 
also described in some 
form in their respective 
captions have a higher 
similarity score. 

CONTACT
We’re hiring and looking to collaborate with research groups. If you’re 
interested, please reach out!  
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